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Abstract. The rapid transformation and virtualization strategies of IT resources are evolving all possible fields of IT-industries. With the introduction of cloud computing model, the structural complexity of IT-infrastructure is radically increasing. The engineering process of a system landscape itself is not anymore the central task to optimize but also to efficiently utilize that enormous system landscape. Energy-costs are constantly increasing and to keep low-cost service, IT service providers are willing to investigate their energy efficiency. Moreover, they are recently obliged to reduce their CO\textsubscript{2} emissions under global and governmental pressures. In this paper, we present a holistic view of the virtual machines placement problems, their challenges and currently used solution methodologies, which target reducing energy consumption and aim for a sustainable IT resources management. In addition, we present a case study to demonstrate the role of load distribution strategies in sustainably managing IT resources to reduce energy consumption.
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1 Introduction

The rapid transformation and virtualization strategies of IT resources have been radically evolving all possible fields of IT markets and industries. Nowadays, everything is or might be shifted to the cloud and proposed in the market for different customer sectors as services based on the model of cloud computing. Cloud computing, by definition, is a model for providing a rapid on-demand network access to a shared pool of different computing resources that can be with the minimum administrative effort provisioned and supplied for customers with different needs [1]. Infrastructure, platform and applications are now delivered as services based on the concept of cloud computing. This model triggered a new era of innovation in the IT- industry and raised the competition to deliver better services with the minimal costs.

Using the concept of the cloud allows IT service providers to employ their resources more in new innovations rather being obliged to install and set up the necessary basic hardware and software infrastructure for clients [2]. However, this model has also introduced new challenges in addition to the normal system landscape engineering ones and spotted many new obstacles in dealing with that rapid growth of IT system
landscapes. The engineering process of the system landscape itself is not anymore the central task to optimize but also to efficiently utilize that system landscape. In other words, reducing the tremendous costs and investments in the IT infrastructure by the IT service providers is not anymore the only concern but rather reducing the energy power consumption and the associated operational costs of that infrastructure. However, the elasticity characteristic of the cloud has also radically raised the complexity of those systems and predicting the current required computational power is rather impossible due to the high heterogeneity of the workload patterns [3].

A recent study revealed, that the electricity consumption of data centers has reported worldwide a tremendous growth in the last years and for instance, between 2005 and 2010 the electrical power consumption by data centers has doubled [4]. Other studies have stressed on the electricity consumption and its large proportion of the overall operational costs of IT services providers, which is estimated to exceed 50% of the overall operational costs [4, 5]. The central component in these calculations is the active servers, which consume the most electricity in data centers in comparison to other cooling and ventilation components [4]. Some studies showed that a critical number of functional servers in data centers in the USA, for instance, has never been utilized and rough calculations suggest that a total waste of over US-$ 19 billion is encountered per year with a total of 11 million tons of CO$_2$ emissions [6]. Holding the Service Level Agreement (SLA) has been the most common target objective for many IT service providers. Seizing opportunities to reduce costs and enhancing the enterprise global image under sustainable IT resources management are recently the keys to obtaining a better position in the market in addition to the quality of provided services. Energy costs are constantly increasing and to keep low-cost service, IT service providers are aiming to investigate their energy efficiency. In addition to cost reduction, IT service providers are recently also obliged to reduce their CO$_2$ emissions under global and governmental pressures [2, 4, 6]. Yet, those facts draw the attention of both industry and academia and give a solid motivation to investigate the energy efficiency of data centers in addition to the ever-observed indicator ‘High Performance’.

In this paper, we will present a holistic view of the virtual machines placement problems, their challenges and the currently used solution methodologies in the literature, which target reducing energy power consumption and aim for sustainable IT resources management. More precisely, the second section comprises preliminaries of the problem and a view on different fields of research that heavily addressing the problem. In the third section, we will present a case study to stress on the necessary simplicity in analyzing the system requirements before designing solution strategies for reducing energy power consumption. Followed, the fourth section contains an implementation overview and the computational results of the conducted simulation study before closing the paper with a conclusion and further research directions.

2 Literature review

Virtual machines live migration is a recent topic in addition to some others, in which the allocation of resources in data centers is investigated to accomplish an efficient
energy consumption by migrating active virtual machines between available physical hosts [7]. A clear definition of the problem has been previously presented and widely discussed under Virtual Machine Placement Problem (VMP) in the literature [8, 9], where virtual machines must be allocated to functional physical hosts using a specific load distribution strategy. The allocation process is successfully conducted only when the required information of a virtual machine and its required computing resources is passed to the load distributor, which allocates it to a functional server, that possesses and can satisfy those requirements [9].

Many similar problems have been previously investigated in the literature and unfortunately proven to be NP-complete even in best scenarios as for instance the bin-packing problem [10] or the identical parallel machine scheduling problems [11]. The bin-packing problem is still, under the formal description, considered to be easier to tackle down than placing virtual machines on physical hosts. Those because a couple of additional constraints by the VMP must be taken into consideration in order to avoid undesired behaviors or instability in the system [9].

An independent stream of research deals explicitly with the live migration process of virtual machines, which focuses more precisely on the migration process itself and how it can be conducted with the minimum downtime of the service to minimize the impacts of migration processes on the system stability and on the signed Service Level Agreement (SLA). In this field, detailed analysis of the migration process in addition to many other implementation concepts is discussed. One of the prior works in this field was presented in [12]. The authors presented a framework and detailed implementation strategy for virtual machine live migration, which minimizes the downtime of the process. They described the migration strategy under six different stages, which might be classified to three main phases in terms of migrating the memory. First is the push phase, in which certain pages of the migrated virtual machine is iteratively pushed to the destination host. The second phase comprises the completion of the copy process of the old Virtual Machine (VM) to the destination host, stopping the old VM and starting the new VM on the new host. In the third phase, after executing the new VM, they make sure that all the required information of the migrated VM have been successfully copied and if not tolerate the missing information and pull them from the old source. Other local resources of the migrated VMs are also directly migrated to the new host to avoid IP forwarding mechanisms, which as they describe might have implication on the system stability. They reported impressive results with a downtime, which did not exceed 60 milliseconds.

The allocation or the placement of virtual machine to which physical host using different load distribution strategies is the oldest field of research that explicitly deals with the VMP problem. Many load distribution strategies have been discussed and presented in the past two decades, since the introduction of distributed computing systems [13–15]. Two main types of load distribution strategies can be distinguished, static load distributors and dynamic load distributors [16]. A well-known example for the static load distributor is the Round & Robin scheduling algorithm [17], which is also classified under load balancing strategies [18]. Static load distributors are often easy and intuitive to implement and possess the advantage of light execution time to take a decision for a new allocation. However, they are on the other hand not aware of
the current load of the different hosts and may lack on performance issues and cause drawbacks in many instances, since they do not observe the dynamic behavior of the system [16]. A dynamic load distributor constantly observes the status of the functional hosts in the system during the operational time to adapt the current best allocation for new machines based on a specific strategy, which can be set differently [16, 18].

For instance, in [19], the authors presented a central dynamic load distribution algorithm. They proposed a load balancing strategy to treat load distribution problem of web-servers application. They defined the incoming requests as a set of jobs that must be allocated to different localhosts or machines. Their strategy constantly observes the current load of the servers in terms of CPU and labels them as heavy, moderate, or high loaded. This information is exchanged with the master server that hosts the load balancer, which initiates migration policies based on those labels until reaching a balanced loaded system. The exchange process is conducted periodically using a 10 minutes interval. They, however, stressed at the end of their study on taking the memory capacity of servers into consideration in the future work.

Since the majority of the problems in this field are quite complex and classified under NP-complete class of problem, the research was more focused on finding and presenting sub-optimal solutions [15]. Consequently, heuristics were the dominant solution approaches to deal with the VMP problem in the past two decades with over 67% adaptation of the total literature analysis, which has been concluded in the survey presented in [8]. Nevertheless, some attempts to adapt meta-heuristics to investigate load distribution strategies can be found [8]. For instance, [18] presented a solution approach for load balancing using genetic algorithms and presented an analysis on a small scale. The authors considered in their study and computational analysis up to three physical hosts and 48 virtual machines. They formulated a fitness function, which took the CPU and memory utilization into consideration. They compared their results to two other heuristics namely, Round & Robin and greedy algorithm.

Recently, a parallel stream of research in this field has been focused on studying and introducing load distribution strategies, which mainly target energy consumption and adopt it as an objective function to reduce operational costs [2, 5, 8, 20]. For instance, in [2], an energy-aware load distribution strategy has been presented to efficiently manage data centers. The authors presented a sophisticated architectural framework, in which different types of virtual machines with different SLAs are taken into consideration in the allocation decision-making process. A major part of their framework was the presented power model, which they use in their algorithm. They assumed that the CPU consumes the most power in a physical host. Based on that assumption they assigned an estimated fraction of power consumption for every new virtual machine in the system. The precise implementation of their allocation algorithm was based on the Best Fit Decreasing algorithm, which they modified to take decisions based on power consumption of CPU after allocating a machine to it. They reported an extensive analysis based on a simulation study of their work and recorded SLA violations. They compared their strategy with different non-power aware strategy and reported a decrease in energy consumption in comparison to all of them. In the next section, a case study is presented to demonstrate the role of load distribution strategies in reducing energy power consumption by IT service providers.
A case study

The major challenge in designing load management strategies lies in understanding the nature of the incoming workload patterns and their characteristics. Since the heterogeneity of the incoming workload patterns is considerably high, the presented solution approaches in the literature are either problem-specific or highly generic. Both types suffer major drawbacks in terms of applicability and designed objective function. In order to manage resources in data centers taking sustainability and energy consumption into account, predicting the incoming load is very valuable since the scaling process might take time in data centers due to the normal provisioning processes. This could cause either a degradation in the quality of service or an over-provisioning that is associated with additional energy consumption to meet the signed SLAs [21]. Many contributions in this field have been presented using different methodologies starting by traditional statistical methods [22]. Most recently, very sophisticated approaches as for instance machine learning and neural network [23] have been adopted to understand the different incoming workload patterns in data centers. The main goal of those attempts is to increase the efficiency of the automatic scaling in the cloud since it is one of the main advantages of cloud computing [22, 23].

Yet, with the introduction of cloud computing model, businesses are even more motivated to seize the advantages of scalable outsourced IT systems [24]. Those represent a significant proportion of the overall customers by IT service providers [24]. Although the prediction process of the required computational power is quite tedious, this fraction of customers normally generates anticipated request patterns with a stable workload behavior. Their workload behavior might be even predicted on a daily basis using a very naive approach. The behavior of that customer fraction can be often related to the normal working hours in a company, which outsources its IT system and offers their employees desktop accesses. This implies, that we can even describe their Virtual Machines (VMs) active hours during a day using mathematical distributions. For instance, the employees of a German company should usually fulfill 40 working hours a week. If we assume, that their VMs are active during their working hours, we can roughly predict their required computational power on the real physical host to efficiently allocate them to reduce energy consumption.

3.1 Closed class interactive workload queuing network for IT system landscape

The behavior of the previously fraction of customers by IT service providers can be classified under the closed class interactive workload queuing network, which is presented in [25]. The model is initially introduced for classifying interactive workload patterns of database servers. This class has a certain behavior and characteristics according to the authors, which are summarized in the following:

- The number of customers specifies the workload intensity.
- Number of customers is bounded, known and can be used as a parameter.
- Throughput is calculated after solving that queuing network and based on the customer population of that class.
• After a request is processed, the customer sends the next request after a ‘thinking
time’. In order to investigate and further argue the applicability of this concept for a
sustainable management of IT resources, a case study is presented. The main motivation
behind the case study is to support the previously discussed arguments regarding the
used dimension for allocating the resources to the virtual machines. In addition, we
want to shade a light on the advantages, which can be seized through using simple
information that describe the workload behavior of big customers by IT service
providers.

3.2 Problem formulation and objective function

Given a data center, which consists of a set of physical machines and a corresponding
queue of clients, which demands a set of virtual machines to be deployed on those hosts.
The virtual machine placement problem is investigated and solved based on many
objective functions as for instance maximization of the system performance or the
minimization of operational costs. The VMP might be formalized in the following:

• Let \( H = \{h_1, ..., h_m\} \): be a set of \( m \) hosts.
• Let \( V = \{v_1, ..., v_n\} \): be a set of \( n \) online virtual machines.
• Let \( R = \{r_1, ..., r_o\} \): be a set of \( o \) resources required for each \( v \in V \).
• Let \( S = \{s_1, ..., s_m\} \): the set of \( m \) values, which represent the shutdown hours of
  the hosts \( H = \{h_1, ..., h_m\} \) during a time span \( T \).
• Let \( D_{i,y} \): be the required resource for \( v_i \in V \) from resource type \( y \in R \)
• Let \( C_{j,y} \): be the total capacity of \( h_j \in H \) of the resource type \( y \in R \)

It is desired to allocate this set of VMs \( V \) on the hosts dynamically, in which the total
shutdown hours of all servers over a time interval \( T \) is to be maximized as shown in
equation 1. Those are to reduce total energy consumption taking into consideration the
corresponding SLAs requirements and conditions.

\[
\text{Maximize total shutdown hours} = \sum_{x=1}^{m} s_x \quad : \text{subject to (2)}
\] (1)

\[
\forall y \in \{r_1, ..., r_o\} : \sum_{i=1}^{n} D_{i,y} < \sum_{j=1}^{m} C_{j,y}
\] (2)
3.3 System description and specifications

The IT landscape of the considered system consists of eight homogeneous servers, which host five different types of virtualized system deployed in 290 VMs as presented in Table 1. The considered system provide SAP system access as a service for high educational institutions with different characteristics. In addition, they provide desktop access for research purposes. The main memory capacity of each server is 500 GB. Nevertheless, the bottleneck in the system is believed to be the main memory, since a fixed allocation of the main memory is maintained during the deployment of the VMs. In addition, the monitoring information, which has been extracted from the system, showed that the generated CPU workload by the VMs is relatively low. We described the online hours of the different VMs based on expert’s interviews using mathematical distributions. For instance, a researcher works roughly 40 hours a week with an average of 8 hours a day. In addition, the periods, in which the VMs are active, are mostly during the day.

<table>
<thead>
<tr>
<th>Virtual machine Type</th>
<th>Main memory</th>
<th>Quantity</th>
<th>Online time distribution</th>
<th>Offline time distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research assistant VMs</td>
<td>4</td>
<td>30</td>
<td>Triangular (1, 6, 3)</td>
<td>Triangular (22, 30, 24)</td>
</tr>
<tr>
<td>Researcher VMs</td>
<td>8</td>
<td>30</td>
<td>Triangular (6, 14, 8)</td>
<td>Triangular (14, 18, 16)</td>
</tr>
<tr>
<td>SAP system access 1</td>
<td>10</td>
<td>90</td>
<td>Triangular (2, 8, 5)</td>
<td>Triangular (16, 22, 19)</td>
</tr>
<tr>
<td>SAP system access 2</td>
<td>12</td>
<td>40</td>
<td>Triangular (2, 8, 5)</td>
<td>Triangular (16, 22, 19)</td>
</tr>
<tr>
<td>SAP system access 3</td>
<td>14</td>
<td>100</td>
<td>Triangular (2, 8, 5)</td>
<td>Triangular (16, 22, 19)</td>
</tr>
</tbody>
</table>

3.4 Conceptual representation of the simulation model

The evaluation process of new or existed load distribution strategies is normally conducted in an emulated environment of the real system. Those avoid instability and other implications (e.g. network traffic) in the real system during operational time by using new distribution strategy, which might cause violations in the SLA [20]. For instance, simulation is a very powerful technique, which is widely used to investigate different aspects of IT system landscapes [26] and might be combined with various optimization strategies [27]. Recently, many new simulation packages have been developed to model and investigate cloud computing environments [28].

In Figure 1, the conceptual representation of the simulation model is presented, which is derived from the basis of the previously discussed closed class interactive workload queuing network, to model IT system landscape. An initial number of virtual machines is created in the closed queuing network. Different types of VMs can be taken
into consideration. Those VMs must be dynamically allocated during the operational time to \( n \) number of active servers. According to this concept, the virtual machines do not leave the system. Instead, the virtual machines have two main states in the system, an active state, when the VMs are online, and a passive state, when the VMs are offline. The passive state is known in the original model as the thinking time. During the thinking time, the user does not generate any workload in the system, which corresponds to the concept of offline hours by a VM. In the next section, will discuss the implementation of the simulation model demonstrate the obtained computational results.

![Diagram](https://via.placeholder.com/150)

**Figure 1:** Conceptual representation of the simulation model based on the closed class interactive workload queuing network for IT landscape.

### 4 Implementation and computational results

Since new load distribution strategies are not supposed to be, without previous evaluation, directly used during the operational time, a prototypical implementation of the presented concept has been developed in the form of a simulation study. The IT landscape of the considered system and its specification have been mapped to the simulation model. The simulation model has been built in ExtendSim simulation package. Discrete event simulation approach has been adapted to build the simulation model. We evaluated two different scenarios using different load distribution strategies to identify the most suitable strategy for reducing energy power consumption.

#### 4.1 The evaluated load distribution algorithms

We evaluated load balancing and load concentration algorithms on the modeled system with the given specifications. A control policy based on lower- and upper-threshold is
designed to conduct live migrations on the virtual machines. A 25% local lower threshold on the physical hosts has been evaluated to initiate migrations in the system. Moreover, the control policy is executed whenever a virtual machine goes offline to decide whether to trigger a live migration or not. The migration policy is conducted only to switch off an active server if this desired migrated load can be hosted on the other active servers in the system. However, a 20% global upper threshold of the RAM capacity is evaluated to automatically scale up the system capacity through activating hibernated physical servers.

The load concentration algorithm

Since the bottleneck of the system, described in the use case, is the main memory, the algorithm is designed to allocate VMs based on the main memory utilization of the servers. The load concentration algorithm is based on the best-fit decreasing algorithm, which has been modified to allocate the VMs based the main memory. Moreover, the algorithm maintains a list of the available capacity of all active servers sorted in an increasing order. It is a very straightforward algorithm, which concentrates the load on the currently most loaded server. This is to reduce the number of initiated migration policies since the least loaded server maintains its status and does not receive any new VMs if not needed.

The load balancing algorithm

The load balancing algorithm is similarly designed to the load concentration one. It is also based on the best-fit decreasing algorithm, which has been modified to allocate VMs based on the main memory utilization of the servers. However, this algorithm maintains a list of the available capacity of all servers sorted in decreasing order. The algorithm aims to sustain a balance in the workload between servers by allocating VMs to the least loaded server, which is the first server in the list. The migration policy of this strategy is based on the threshold principle.

4.2 Evaluation and computational results

The demonstrated distributions in Table 1, has been used to model the processes of the virtual machines in the system. Two algorithms are tested in combination with migration and control policies. Eight servers have been taken into consideration with 500 GB main memory capacity for each. The simulation has been set to consider a time interval of 120 hours, which correspond to five days. For each simulated scenario, 200 replications are recorded to ensure the quality of the obtained results and eliminate the byes from the system. The average total shutdown hours of all servers, the average number of initiated migration policies and the average of the total migrated VMs have been closely observed over the conducted simulation runs. A 95% confidence interval has been applied on all observed measurements to observe the possible deviation and
obtain the margin error. The computational results of the evaluated scenarios are presented in Figure 2.

With a simple calculation, the total possible online hours of all servers over the simulation time is equal to the number of servers multiplied by the number of simulated hours of five days, which is 960 online hours. Both load distribution strategies manage the load of the described system using roughly between 25% and 30% of the total available online hours of all servers. The load concentration strategy outperforms the load balancing one in terms of maximizing the total shutdown hours. However, the load balancing algorithm reports a significant outperformance in terms of the number of migrated VMs during the considered time span. Although as expected, the number of initiated migration policies by the load concentration algorithm is slightly smaller, the number of migrated VMs is considerably higher than the one, reported by the load balancing algorithm.

5 Conclusion and future work

The analysis showed that the load concentration algorithm performs the best to reduce the energy consumption of the considered IT landscape. Nevertheless, we recommend applying load balancing algorithm with a global lower threshold to maximize total shutdown hours since this algorithm maintains a higher stability in the system in terms of the number of migrated virtual machines. Nowadays, a considerable proportion of cloud customers are small or middle size companies, which outsource their entire IT requirements based on the concept of cloud computing. Those, reflect a high potential in managing their system efficiently by an IT service provider through seizing the advantage of their predicted generated load behavior. Future works might spot a light on a hybrid load distribution strategy for managing IT system landscapes. Moreover,
investigating a large-scale use case, in which several independent closed IT system landscapes are taken into consideration, would generate a federated or autonomic management of load distribution strategies in data centers. Let us assume that a definite number of closed classes can be indicated in a data center. Accordingly, we can classify them into classes and separate their load distribution algorithms. In other words, the load distribution strategies can be implemented and offered as a service to manage the workload of a data center to satisfy various SLAs requirements. Based on the requirements of various systems, a distribution algorithm with the required allocation dimension (e.g. RAM, CPU or a combination) might be used to manage their generated workload in the data center. This federation of managing the data center might allow IT service providers to manage the load distribution more efficiently, by seizing the advantage of separating unpredicted workload system (e.g. web application of online shop) from the predicted ones. In addition, solving smaller independent sub-problems and managing resource allocation in data centers based on autonomic strategy might contribute in gaining major advantages over highly generic solution for a sustainable IT resources management.
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